CSC 112: Computer Operating Systems
Lecture 1

What is an Operating System?

Department of Computer Science,
Hofstra University

Acknowledgement: Lecture slides based on UC Berkeley CS 162: Operating Systems and System Programming



Syllabus

« No Textbook

— PPTs contain all relevant materials
» Topics covered
— OS Concepts:

» Process, |/O, Networks and Virtual Machines

— Address Space

» Virtual memory, address translation, protection, sharing
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Goals for Today

.|

* What is an Operating System!?
— And — what is it not?

VWhat makes Operating Systems so exciting?

operating
system

+ Oh, and "How does this class operate?!”

«,—,,,__q._.-
graphics card

' ' ' I ».../__ Zood”
Interactive is important!

Ask Questions!

Slides courtesy of David Culler, Anthony D. Joseph, John Kubiatowicz, AJ Shankar,
George Necula, Alex Aiken, Eric Brewer, Ras Bodik, lon Stoica, Doug Tygar, and
David Wagner.
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Across Incredible Diversity

Bell's Law: New
computer class
every 10 years

Computers
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crunching, Data
Storage, Massive
— Inet Services,
ML, ...

—

Productivity,
[ Interactive

—

Streaming
— from/to the
physical world

Things!

The Internet of ]
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And Range of Timescales

Jeff Dean: “Numbers
Everyone Should Know”

L1 cache reference

Branch mispredict

L2 cache reference

Mutex lock/unlock

Main memory reference

Compress 1K bytes with Zippy

Send 2K bytes over 1 Gbps network
Read 1 MB sequentially from memory
Round trip within same datacenter
Disk seek

Read 1 MB sequentially from disk
Send packet CA->Netherlands->CA
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Operating Systems are at the Heart of it All!

« Make the incredible advance in the underlying technology available to a rapidly
evolving body of applications

— Provide consistent abstractions to applications, even on different hardware
— Manage sharing of resources among multiple applications

* The key building blocks:

— Processes

— Threads, Concurrency, Scheduling, Coordination

— Address Spaces

— Protection, Isolation, Sharing, Security

— Communication, Protocols

— Persistent storage, transactions, consistency, resilience

— Interfaces to all devices
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Example: VWhat's in a Search Query?

DNS
Servers 1 Datacenter

oA | / \
reD [L\Jlesst per” o create b Search
q ~——— result Ind
/‘ ) ‘.--.L : page /,L ) naex

_yhgg_%’:}"//',l.[ N | Ptage
B Il store

L. oad
balancer

\ Ad Servey

« Complex interaction of multiple components in multiple
administrative domains

— Systems, services, protocols, ...
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But: What is an operating system?
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One Definition of an Operating System

« Special layer of software that provides application software access to hardware
resources

— Convenient abstraction of complex hardware devices
— Protected access to shared resources
— Security and authentication

— Communication

= I

v
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Hardware/Software Interface

Running
Software Program

Instruction Set Architecture (ISA)

Hardware

{ Processor

Inputs

NS

Display

The OS abstracts these

hardware details from the

application
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What is an Operating System?

* |llusionist

— Provide clean, easy-to-use abstractions of physical resources
» Infinite memory, dedicated machine

» Higher level objects: files, users, messages

» Masking limitations, virtualization
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OS Basics: Virtualizing the Machine

= ISA

Processor
Hardware

System Libs
Address Spaces

Operating Sys .em

\4

/O Ctrlr

OS
Mem

Networks

Vv
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Compiled Program’s View of the World

System Libs

Threads Address Spaces Sockets

ISA

* Application’s “machine” is the process abstraction provided by the OS
* Each running program runs in its own process
* Processes provide nicer interfaces than raw hardware
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System Programmer’s View of the World

Program

Linker #include <stdlib.h>

System Libs >

int main{void) |
printf("Hella!'n™)

| 4

Threads Address Spaces Sockets

* Application’s “machine” is the process abstraction provided by the OS
* Each running program runs in its own process
* Processes provide nicer interfaces than raw hardware
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What’s in a Process?

A process consists of:
* Address Space
* One or more threads of control executing in that address space

+ Additional system state associated with it
— Open files

— Open sockets (network connections)
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Operating System’s View of the World

= ISA

System Libs
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Operating System’s View of the World

= ISA

* OS translates from hardware interface to application interface
* OS provides each running program with its own process

System Libs

System Libs

Operating System

Hardware

Processor

< >t /O Ctrlr

Networks

OS
Mem

Vv
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What is an Operating System?

* |llusionist

— Provide clean, easy-to-use abstractions of physical resources
» Infinite memory, dedicated machine
» Higher level objects: files, users, messages

» Masking limitations, virtualization

« Referee

— Manage protection, isolation, and sharing of resources

» Resource allocation and communication

Lec1.18



OS Basics: Running a Process

System Libs

Address Spaces

System Libs

Address Spaces

Threads Sockets Threads Sockets

Processor
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OS Basics: Switching Processes

System Libs

Address Spaces

System Libs

Address Spaces

Threads Sockets Threads Sockets

Processor
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OS Basics: Switching Processes

System Libs
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System Libs

Address Spaces

Threads Sockets Threads Sockets

Processor
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OS Basics: Switching Processes

System Libs

Address Spaces

System Libs

Address Spaces

Threads Sockets Threads Sockets

Processor
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OS Basics: Switching Processes

System Libs

Address Spaces

System Libs

Address Spaces

Threads Sockets Threads Sockets

Processor
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OS Basics: Protection

System Libs System Libs

Address Spaces

Threads

Sockets Threads Sockets

Processor
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OS Basics: Protection

Segmentation fault

(core dumped)

System Libs

Operating System

Processor
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OS BRasics: Protection

OS Hardware Virtualization

OS isolates processes from

Software

each other

Hardware = ISA

N
Processor A

e QS isolates itself from other
processes

Protection

e Smmaaa s * ... even though they are
actually running on the
same hardwarel
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What is an Operating System?

* |llusionist

— Provide clean, easy-to-use abstractions of physical resources
» Infinite memory, dedicated machine
» Higher level objects: files, users, messages

» Masking limitations, virtualization
 Referee

— Manage protection, isolation, and sharing of resources

» Resource allocation and communication

« Glue

— Common services

» Storage, VWindow system, Networking

» Sharing, Authorization

» Look and feel
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OS Basics: /O

OS Hardware Virtualization

Software

Hardware = ISA

|

* OS provides common

services in the form of
Protection | / O

~

Processor A

Displays

Networks
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OS Basics: Look and Feel

= ISA

System Libs

Address Spaces

Operating Sys .em

Hardware

Processor

< >t /O Ctrlr

OS
Mem

Networks

Displays

Lec 1.29



OS Basics: Background Management
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Why take CS1127?

« Some of you will actually design and build operating systems or components of them.
— Perhaps more now than ever

- Many of you will create systems that utilize the core concepts in operating systems.
— Whether you build software or hardware
— The concepts and design patterns appear at many levels

» All of you will build applications, etc. that utilize operating systems

— The better you understand their design and implementation, the better use you'll make
of them.
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VWhat makes Operating Systems
Exciting and Challenging?
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Societal Scale Information Systems
(Or the “Internet of Things™?)

-
1 -
llllllllll
||||||||
[

- The world is a large distributed system EP
— Microprocessors in everything 'm !
— Vast infrastructure behind them L

rhrghy obEl, BTETE
Scalable, Reliable,

Internet
Secure Services

Connectivity

Databases
Information Collection
Remote Storage
Online Games
Commerce

MEMS for

Sensor Nets
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Technology Trends: Moore's Law

1975 1980 1285 1980 1995
a4
1004 Micro 500
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2X transistors/Chip Every 1.5 years

Gordon Moore (co-founder of Called "Moore’s Law”

Intel) predicted in 1965 that the

transistor density of semiconductor Microprocessors have become
chips would double roughly every smaller; denser, and more

18 months powerful
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Big Challenge: Slowdown in Joy's law of Performance

< 13X
10000
From Hennessy and Patterson, Computer Architecture: A “ o)
Quantitative Approach, 4th edition, Sept. 15, 2006
??%lyear
= 1000
S
:
2 100
3
:
5 —> Sea change in chip design:
10 .
multiple “cores” or processors per
chip
1 &&= T T T T T T T T T T T T
1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 2002 2004 2006
« VAX . 25%/year 1978 to 1986

« RISC + x86 : 52%/year 1986 to 2002
« RISC + x86 : ?%/year 2002 to present
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Another Challenge: Power Density

10000 Sun’s Surface= = = = 1
~
E 1000 Rocket Nozzle= = = = = = &
2 o
é- 100 - Nuclear Reactor = = = - -
c &
A ¢
g 10 oo s Hot Piater—:{,_ Fo-
S 77 350 4085 1 Eiﬁ 1435’ S
1 B I L }
1970 1980 1990 2000 2010
Year

- Moore’s law extrapolation

Source: S. Borkar (Intel)

— Potential power density reaching amazing levels!

- Flip side: battery life very important

— Moore’s law yielded more functionality at equivalent

(or less) total energy consumption
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ManyCore Chips: The future arrived in 200/

* Intel 80-core multicore chip (Feb 2007)

— 80 simple cores

— Two FP-engines / core
— Mesh-like network

— 100 million transistors
— 65nm feature size

Intel Single-Chip Cloud
Computer (August 2010)
— 24 "tiles” with two cores/tile
— 24-router mesh network

— 4 DDR3 memory controllers
— Hardware support for message-passing

Dual-core SCC Tile

Memory Controller

1 Router

* How to program these!
— Use 2 CPUs for video/audio
— Use 1 for word processor, 1 for browser
— /6 for virus checking???

- Parallelism must be exploited at all levels

« Amazon X1 instances (2016)
— 128 virtual cores, 2 TB RAM
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But then Moore’s Law Ended...

g s "are

PROCESS TECHNOLOGY

s LR

- Moore’ s Law has (officially) ended -- Feb 2016

— No longer getting 2 x transistors/chip every 18 months...

— or even every 24 months

« May have only 2-3 smallest geometry fabrication plants left:
— Intel and Samsung and/or TSMC

* Vendors moving to 3D stacked chips

— More layers in old geometries
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Storage Capacity is Still Growing!

Drive capacity over time

Inflection Point

Lo
E
>
=
¥
n
=8
"
“

0.1

001 |

I EETINT | L1 1aiee |||I||j IIIIIL.. IIIIILd Illllud L L 11Ul

5001 E1 ] I ] ' ] 1
1980-Jan 198&-Jan 1990-Jan 193&5-Jan 2000-Jan 2005-Jan 2010-Jan 2015-Jar

2014 2016

Year

Lec 1.39



Society is Increasingly Connected...

UN [('J'Ji:
MOBILE USERS DIA ll

‘ ‘ _ _ FAOM INTERNET PENETRATION BY REGION

7.676 3.112 4.388 3.484 3.256

BILLION BILLION BILLION BILLION BILLION

URBANISATION PEMETRATION PENETRATION PENETRATION PENETRATION

56% % 45% 42%

- we
| Hootsuite are. |

1 - we
| Hootsuite" gre

ial
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Network Capacity Still Increasing

Rate Mb's

1,000,000
100,000 100 wabf! Ethernet
Doubling =18 mos

10 Gi it Ethernot

10,000 { it
1,000 Gigabit Ethernet

Server /O
Doubling =24 mos
!

100 - .
1995 2000 2005 2010 2015 2020
Date

(source: http://www.ospmag.com/issue/article/Time-Is-Not-Always-On-Our-Side )
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Not Only PCs connected to the Internet

* In 2011, smartphone shipments exceeded PC shipments!

» 2011 shipments: 1.53B in 2017
— 48/M smartphones

— 414M PC clients
» 210M notebooks
» 112M desktops

~

— 25M smart TVs

1395M in 2017 l
* 4 billion phones in the world = smartphb [ES OVEr TTEXTTEW Years

* Then...
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People-to-Computer Ratio Over Time

Computers
Per Person A Number
crunching, Data
1:106¢ Storage, Massive
Inet Services,
ML ...
1:103
o Productivity,
PC ‘  Interactive
1:1 Laptop 5

PDA | '
| mi
B g I Streaming
— from/to the
103:1 & ® physical world

i _
Mote!
years
’ The Internet
Bell's Law: new computer class per 10 years of Things!
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Challenge: Complexity

» Applications consisting of...
— ... a variety of software modules that ...
— ... run on a variety of devices (machines) that
» ... implement different hardware architectures
» ... run competing applications
» ... fail in unexpected ways

» ... can be under a variety of attacks

 Not feasible to test software for all possible environments and
combinations of components and devices

— The question is not whether there are bugs but how serious are
the bugs!
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The World Is Parallel: Intel SkyLake (2017)

Up to 28 Cores, 56 Threads
— 694 mm’ die size (estimated)
Many different instructions
— Security, Graphics
Caches on chip:
— [2: 28 MiB

— Shared L3: 38.5 MiB ! I
(non-inclusive) m 1

— Directory-based cache coherence

Network:

— On-chip Mesh Interconnect

— Fast off-chip network directlry supports 8-
chips connected

DRAM/chips
—Upto 1.5 TiB
— DDR4 memory

ADPLL, FIVR  power Delivery Subsys
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Recall: Increasing Software Complexity

Linux 2.2.0

Mars Curiosity Rover

New Versions usually (much)| larger older versions
Firefox

Android

Linux 3.1 (recent)
Windows 7

Microsoft Office 2013

ars getting| really complex!

Windows Vista

Facebook

Mac OS X "Tiger"

Modern Car

Mouse Base Pairs

0 20 40 60 80 100 120 140

Millions of Lines of Code
(source https://informationisbeautiful.net/visualizations/million-lines-of-code/)
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Example: Some Mars Rover (“Pathfinder”) Requirements

Pathfinder hardware limitations/complexity:
— 20Mhz processor, 128MB of DRAM, VxWorks OS
— cameras, scientific instruments, batteries, solar panels, and locomotion equipment
— Many independent processes work together
Can't hit reset button very easily!
— Must reboot itself if necessary
— Must always be able to receive commands from Earth
Individual Programs must not interfere
— One buggy module should not crash critical modules, e.g., antenna positioning software!
Further, all software may crash occasionally
— Automatic restart with diagnostics sent to Earth
— Periodic checkpoint of results saved?
Certain functions time critical:
— Need to stop before hitting something
— Must track orbit of Earth for communication
A lot of similarity with the Internet of Things!
— Complexity, QoS, Inaccessbility, Power limitations ... !
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Questions

* Does the programmer need to write a single program that performs many
independent activities?

* Does every program have to be altered for every piece of hardware!
+ Does a faulty program crash everything?
Does every program have access to all hardware?

Hopefully, no!

Operating Systems help the programmer
write robust programs!
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OS Abstracts the Underlying Hardware

Processor — Thread Application
Memory — Address Space —— ADstract Machine Interface
Disks, SSDs, ... — Files Operating System

Networks — Sockets Physical Machine Interface

| Hardware
Machines — Processes

OS as an lllusionist:
— Remove software/hardware quirks (fight complexity)
— Optimize for convenience, utilization, reliability, ... (help the programmer)
For any OS area (eg. file systems, virtual memory, networking, scheduling):
— What hardware interface to handle! (physical reality)
— What's software interface to provide! (nicer abstraction)
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OS Protects Processes and the Kernel

« Run multiple applications and:
— Keep them from interfering with or crashing the operating system

— Keep them from interfering with or crashing each other

Windows

An error has occurred. To continue:
Press Enter to return to Windouws, or

Press CTRL+ALT+DEL to restart your computer. If you do this,
you will lose any unsaved information in all open applications.

Error: OE : 016F : BFFIE3D4

Press any key to continue _
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Basic Tool: Dual-Mode Operation

« Hardware provides at least two modes:
1. Kernel Mode (or “supervisor” mode)

2. User Mode

» Certain operations are prohibited when running in user mode

— Changing the page table pointer, disabling interrupts, interacting directly w/ hardware,
writing to kernel memory

» Carefully controlled transitions between user mode and kernel mode
— System calls, interrupts, exceptions

user process

user mode ‘
(mode bit = 1)

user process executing » calls system call return from system call
\ /
LY rd
\ 7
K | trap return
AL mode bit = 0 mode bit = 1

execute system call

kernel mode
(mode bit = O)|
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UNIX System Structure

User Mode

Kernel Mode

Hardware

Kernel

Applications (the users)

Standard Libs shells and commands
compilers and interpreters
system libraries

system-call interface to the kernel

signals terminal file system CPU scheduling
handling swapping block /O page replacement
character I/O system system demand paging

terminal drivers  disk and tape drivers  virtual memory

kernel interface to the hardware

device controllers
disks and tapes

terminal controllers
terminals

memory controllers
physical memory
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Virtualization: Execution Environments for Systems

sacning | | victunt Maching | | vietuss Containerized Applications

Dacker

Host Operating System

Infrastructure

Additional layers of protection and isolation can help further manage complexity
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What is an Operating System,... Really?

« Most Likely:
— Memory Management
— 1/O Management
— CPU Scheduling
— Communications? (Does Email belong in OSY)

— Multitasking/multiprogramming?

* What about!
— File System?
— Multimedia Support?
— User Interface?

— Internet Browser?
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Operating System Definition (Cont.)

 No universally accepted definition

» “BEverything a vendor ships when you order an operating
system” is good approximation

— But varies wildly

» “The one program running at all times on the computer” is
the kernel

— Everything else is either a system program (ships with the
operating system) or an application program
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“In conclusion...Operating Systems:”

Provide convenient abstractions to handle diverse hardware

— Convenience, protection, reliability obtained in creating the illusion

Coordinate resources and protect users from each other

— Using a few critical hardware mechanisms
Simplify application development by providing standard services

Provide fault containment, fault tolerance, and fault recovery
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